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ABSTRACT
Most solutions proposed to implement audio and video distribution services have been designed
considering specific infrastructures or have been tailored to specific application requirements, such as
stream types or clients which will be supported by the service. The performance of distributed
services is becoming increasingly variable due to changing load patterns and user mobility. This paper
presents the Dynamic Video Distribution Service – DynaVideo. The service was designed to distribute
video in a way that is independent of the video format and to interact with different types of clients.
The service may be used to distribute video over any digital network, however it is focused on the
Internet. The main feature of the DynaVideo is the possibility of configuring dynamically the service to
a specific demand.  

1. INTRODUCTION
The costs reduction of high speed networks, the development of powerful and cheaper
microprocessors and the consolidation of audio and video standards to applications such as Digital
TV, Video on Demand, High Definition Television and Interactive TV, are factors that motivate the
development of video distribution services over digital networks, such as Internet.

This paper presents the Dynamic Video Distribution Service – DynaVideo. The service was designed
to distribute video in a way that is independent of the video format and to interact with different types
of clients. The service may be used to distribute video over any digital network, however it is focused
on the Internet. The main feature of the DynaVideo is the possibility of configuring dynamically the
service to a specific demand. Applications that deal with video distribution, such as broadcast of
digital television, normally have to deal with abrupt variations on its demand. The number, type and
location of the  clients of the service vary in short time. This occurs every time that an interesting
program begins to be exhibited.

Nowadays many systems can distribute video over digital networks like the Internet. Real System of
the Real Networks [7] transmits video streams in many formats, but the focus is on the support of its
proprietary format RM. The video may be transmitted with IP Multicast [13], TCP [16], UDP [15] or
HTTP [14]. The Microsoft Windows Media Service [9], encode the video stream with its proprietary
format ASF. The following video formats: BMP, WAV, WMA, WMV, ASF, AVI [5], e MPEG-1 [3]
are also supported and can be transmitted with UDP, TCP, HTTP / TCP or IP Multicast. The IBM
VideoCharger [8] transports MPEG-1, MPEG-2 [4], AVI, WAV, LBR e QuickTime [6] video streams,
using RTP [11], TCP, HTTP or IP Multicast. Once configured, distribution services based on these
platforms remain unchanged and cannot automatically adjust its configuration to demand variations.

This paper is structured as follows. Section 2 presents the DynaVideo Architecture. Section 3 presents
some experiments results. Finally, Section 4 contains the conclusions.

2. DYNAVIDEO ARCHITECTURE
The DynaVideo service can be dynamically configured. This is its main feature. This flexibility allows
that the service automatically adjust itself to demand variations and guided its conception. The idea is
that the service continually tries to find an optimized configuration to attend to a given demand. In



DynaVideo the demand is defined by the number, type and location of the service clients. The target
applications of the service are Digital Television broadcast and Video on Demand. In such
applications, the demand can change from a few users to millions of them in a short time. Figure 1
shows the DynaVideo architecture using the UML component diagram [2].

Figure 1- DynaVideo Architecture

The DynaVideo Manager (DM) controls the service execution. When clients request connections, this
module looks for a server with capacity to support them. If it finds one, DM associates the client with
this server. Otherwise, a Secondary Server is initialized to support the client. Note that initially the
service policy is to try to serve the client as fast as possible, and not to find an optimized configuration
to the video distribution.

The Primary Servers (PS) have direct access to video sources, which can be real time encoders or
video file servers. PS captures a video stream from the source and transmits it to the service clients.

The Secondary Servers (SS) are different from PS because they do not have direct access to video
sources. They receive the video stream from a PS and forward it to the service clients, acting as a
reflector. The main feature of the DynaVideo SS is the ability of moving through the network. This way,
when is necessary in order to optimize the service configuration, DM can determine that a certain SS
move to a given node of the network.

The arrival of a client determines a change in the service configuration. This event activates the Traffic
Monitor (TM) [1] to find the routes from the active servers to the client. This way, the role of TM is to
create and to update a data structure, the route graph, which records the routes from the active servers
to the service clients.

When the route graph is updated, DM activates the Configuration Optimizer (CO) module to compute
an optimal configuration to the service. CO is executed in background, searching for a better
configuration to the video distribution service, considering the current demand represented by the route
graph. Once computed a configuration better than the current one, CO requests DM that:

• move clients from a server to another one;
• add or delete Secondary Servers;
• move Secondary Servers from a local to another.

The goal is to tune the service configuration to optimize the use of transmission, processing and storage
resources. Figure 2 illustrates an example of a reconfiguration, showing the evolution from a



configuration with unnecessary streams traversing links and routers over the network to another where
this do not occur. One SS was added and three clients were transferred from PS to SS. The other
modification was the creation of a multicast group with three clients. This optimization takes into
account that R2 do not support multicast, so the only way to eliminate the unnecessary transmissions in
the route that traverses R2 is to use a SS.
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Figure 2- DynaVideo reconfiguration example

Finally, the Fault Manager (FM) goal is to identify failures in the service components and to arrange
its replacement through a service reconfiguration. For example, if a server fails, FM detects this event
and asks DM for moving its clients to another servers.

3. RESULTS
In order to test the performance of the DynaVideo service we did some experiments considering the
following scenarios.

The Primary Server (PS) was configured in a PC Pentium MMX 300 with 128 Mb RAM memory, a
100 Mbps Ethernet card and Linux operating system.

A 4 Mbps real time MPEG-2 stream was generated and transmitted from the streamer to PS. This
stream was generated by an Apollo card installed in a PC Pentium II 400 with 64 MB RAM memory
and with Microsoft Windows NT 4.0 operating system.

Figure 3 shows the utilization of the link that connects PS to a IBM 8260 Switch. This figure shows
two different areas. In one, PS is off and the utilization is nearly null. In the other, PS is transmitting
UDP datagrams to a multicast address and the utilization is 9.5% (9.5Mbps). Since a video stream is
generated in a constant rate of 4 Mbps, the reception and transmission of this stream consume 8 Mbps,
in other words, 8% of the band. Considering that no other application was using the link at this
moment, we have concluded that 1.5 % of the band was consumed by the  overhead of transport, link
and network protocols.

Figure 3 – Utilization of the PS network link



In another experiment, a PS was configured in a  PC Pentium III 600 with 128 Mb RAM memory,  100
Mbps Ethernet card and Linux operating system. This server has received a 4 Mbps MPEG-1 video
stream directly from the streamer and  transmitted it to twenty (20) MTV clients using the UDP
protocol. This scenario is illustrated by the first part of Figure 4. In this case, the utilization of the link
that interconnects PS to the network reaches 100%.

To prove the feasibility of the Secondary Server concept, we move a SS to a machine at the LCC
network. In this scenario (second part of Figure 4),  we can serve 29 clients: PS transmitting to 19
clients and to SS, and SS transmitting to 10 clients. With this experiment, we confirm the scalability of
the DynaVideo approach.

The DynaVideo service was tested in a local network with the following clients: MTV (MPEG-1 using
TCP, UDP, HTTP and IP Multicast), VideoLan (MPEG-2 using UDP), Windows Media Player
(MPEG-1 and MPEG-2 using HTTP), RealAudio (MPEG-1 using HTTP), and JMF (MPEG-1 using
RTP). In all clients, the video was played with a good quality.

Figure 5 shows a MPEG-1 video being exhibited by an MTV client. Figure 6 shows an MPEG-2 video
being exhibited by a VideoLan client.
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Figure 4 – DynaVideo service experimentation
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Figure 5 – MPEG-1 Video exhibited by MTV client Figure 6 –  MPEG-2 Video exhibited by VLC client

4. CONCLUSIONS
This paper has presented the architecture and implementation of a Dynamic Video Distribution Service
(DynaVideo) designed for generic data communication environments, supporting different video
formats and different client types.

In this paper, we have described the following DynaVideo components:

• Dynavideo Manager that controls the service execution;



• Primary Server that has direct access to video sources and whose function is to capture a video
stream from the source and to transmit it to the service clients; and

• Secondary Server that acts like a reflector, receiving the video stream from a Primary Server
and forwarding it to the service clients.

The main feature of the Secondary Server is that it can move through the network. This allows the
dynamic reconfiguration of the service. The importance of using mobile agents for dynamic
reconfiguration of systems is  discussed in [20]. This work proposes an agent based infrastructure to
distribute video, but do not deal with different video formats and third part clients as DynaVideo.
Other works [22, 23] have adopted the replication idea, but do not provide support to service
reconfiguration during real time video transmissions.

DynaVideo allows the transmission of MPEG streams to the MTV clients (MPEG-1 using TCP, UDP,
HTTP and IP Multicast), VideoLan clients (MPEG-2 using UDP), Windows Media Player clients
(MPEG-1 and MPEG-2 using HTTP), RealAudio clients (MPEG-1 using HTTP) and JMF clients
(MPEG-1 using RTP). In the experiments done, the video received by these clients presented a good
quality.

In the implementation, we have adopted a configuration-based approach to the DynaVideo Manager.
This module does the integration among the other modules of DynaVideo and acts as a mediator,
sending and forwarding commands to other modules. The configuration-based approach facilitates the
change of one module without disturbing the others. This issue promotes the reuse and allows
integration of new services in DynaVideo  whenever necessary.

To support Secondary Server mobility, we have developed two implementations. One of the
implementation uses the Aglet library, an IBM product. The other one uses aLua, an event-driven
mechanism that offers support to move processes.  The implementations validated the feasibility of the
approach, which is a fine alternative to services dealing with unstable demands, like TV distribution.

The implementation of the Traffic Monitor module was done in another work and it is described in [1].
Currently, the Configuration Optimizer module and the Fail Manager module are  under development.
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